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ABSTRACT 
 

As knowledge management has become an emerging 
paradigm its application in various domains is being 
researched. Ontologies as a means of knowledge 
representation are gaining their importance, even though its 
practical use is still somewhat limited. We believe that 
agent-oriented systems, due to their cognitive 
characteristics, provide a promising approach for 
knowledge management. On the other hand ontologies and 
ontology reasoners seem to be a suitable mechanism which 
would enable agents to efficiently use their knowledge. 
This could mean a big step forward in the agent-oriented 
world i.e. possibly a standardized approach to agents’ 
mentalistic notions, which would be particularly useful in 
agent communication and knowledge sharing. In this paper 
we present a possible solution to use of ontologies in Multi-
Agent System and explain how it was applied in our case 
study. 

 
1  INTRODUCTION 
 

There is a growing recognition in the business community 
about the importance of knowledge as a critical resource for 
organisations. Knowledge management can be defined as a 
method to simplify and improve the process of sharing, 
distributing, creating, capturing and understanding 
knowledge in an organisation. The purpose of knowledge 
management is to help organisations create, share and use 
knowledge more effectively, because that causes fewer 
errors, better decisions, less reinventing of wheels etc. 
Ontologies were developed in artificial intelligence to 
facilitate knowledge sharing and re-use. The reason 
ontologies are becoming popular is largely due to what they 
promise: “a shared and common understanding of domain 
that can be communicated between people and application 
systems”. As such, the use of ontologies and supporting 
tools offers and opportunity to significantly improve 
knowledge management capabilities in large organisations. 
The purpose of this article is to present knowledge 
management within Multi-Agent System (MAS) that we 
developed for facilitating decision support in modern 

organisations. Case study is from the domain of mobile 
communications and is ontology based. The primary goal 
is to provide the knowledge worker an intelligent analysis 
platform that enhances management process. Thus 
mechanism for efficient knowledge exchange and 
management is required to facilitate cooperation between 
agents in MAS. 
The remainder of this paper is organised in the following 
sections. In section 2 we provide agents and Multi-Agent 
Systems background. In section 3 we present ontologies 
and their roles in knowledge management. Then in section 
4 we discuss how knowledge management can be 
addressed within Multi-Agent Systems and present our 
approach in using ontologies for knowledge sharing 
purposes. Finally, in section 5, we provide our summary, 
conclusions and guidelines for future work. 
 
2  AGENTS AND MULTI-AGENT SYSTEMS 
 

Multi-Agent Systems (MAS) are gradually becoming a 
new paradigm for developing distributed computing 
systems. This paradigm provides an appropriate 
architecture for design and implementation of integrative 
business information systems. Agent-based technology 
supports complex information systems development by 
providing natural decomposition, abstraction, and 
flexibility of management for organizational structure 
changes [Kishore, 2003; Luck, 2005]. In general, benefits 
of an agent-based information system include 
simplification of complex distributed computing, time 
savings, more and better information, better decisions, 
improved business processes etc. 
The research on intelligent agents and multi-agent systems 
has been on the rise over the last two decades. The stream 
of research on business information systems and enterprise 
integration [Kang, 2003; Tewari, 2003; Yuan, 2003] 
makes the MAS paradigm a very appropriate platform for 
integrative decision support within business information 
systems and knowledge management. Similarities between 
the agent in the MAS paradigm and the human actor in 
business organisations in terms of their characteristics and 
coordination lead us to a conceptualisation where 

 



intelligent agents in MAS are used to represent actors in 
human organizations. 
While there is no universally agreed definition of an agent, 
the following is most widely accepted: “an agent is a 
computer system that is situated in some environment, and 
that is capable of autonomous actions in this environment 
in order to meet its design objectives” [Wooldridge, 2000]. 
Furthermore, it has been proposed that an intelligent agent 
is autonomous, reactive, proactive, and social [Bernon, 
2005]. This characterization has also been adopted by 
AgentLink society that consists of European research 
groups and partners from industry in the field of agents and 
multi-agent systems. An agent is different from a traditional 
object. First of all, agents are commonly modelled using 
“mentalistic” notions, such as knowledge, belief, intention, 
obligation, while objects are modelled as simply 
encapsulating their internal structure as methods and 
attributes. The degree to which agents and objects are 
autonomous is quite different. An object does not have 
control over its behaviours, because it is invoked by others. 
On the contrary, an agent is able to decide whether or not to 
execute an action after receiving request. 
Whereas the popularity and applications of the agent 
technology in the business domain has grown over the 
recent years, the field currently deals with innovative 
approaches and architectures for solving business and 
information systems integration problem. There is a lack of 
unifying framework that would be used for business 
information systems (ERP, workflow, etc.), the MAS 
paradigm integration and also provide a foundation for 
conceptual analysis and modelling of integrative business 
information systems based on the MAS paradigm. There 
has been some research progress as mentioned in [Kishore, 
2003], but mainly using Object-Oriented techniques and 
not MAS approach. In this article we propose ontology 
based solution towards integration of business systems with 
emphasis on knowledge management. 

 
3  ROLE OF ONTOLOGIES IN KNOWLEDGE 
MANAGEMENT 
 

Ontologies are increasingly gaining their importance in 
interoperable systems to capture meanings and relationships 
of concepts used in various domains. They are used to 
capture knowledge about some domain of interest, describe 
the concepts of the domain and also the relationships that 
hold between those concepts. [Gruber, 1995] defines the 
ontology as an explicit specification of a conceptualisation 
of the real-world entities of an application domain. 
Therefore ontologies are very useful whenever two or more 
actors have to work together. They play a very important 
role in our MAS due to collaborative nature of the system, 
agent-to-agent communication, knowledge management 
and interoperability reasons that exist between different 
database systems. 
Knowledge representation is very important for information 
systems in knowledge aware organisations but it is not 

sufficient by itself. Knowledge has to be understood and 
furthermore users must know how to use that stored 
knowledge. To benefit from existing knowledge and to 
derive new knowledge, inference support is required, 
where rules play an important role. They are used for 
defining relationships among concepts of ontology and 
therefore semantically extend captured data. As depicted in 
figure 1 ontology construction is a step that can be placed 
just after the conceptualization of problem domain and 
before formalization. 
 

 
 

Figure 1: Application lifecycle with high level of 
knowledge usage 

 
While there is no formal methodology for ontology 
construction, [Noy, 2000] suggests the following steps in 
ontology development: determine the domain and scope of 
the ontology, consider reusing existing ontologies, 
enumerate important terms in the ontology, define the 
classes and the class hierarchy, define the properties of 
classes, define restrictions, create instances, check for 
inconsistencies. 
There are several languages available for ontology 
representation and different ontology languages provide 
different facilities. The most recent development in 
standard ontology languages is OWL, developed by the 
World Wide Web Consortium (W3C) [W3C, 2004]. OWL 
makes it possible to describe concepts but it also provides 
new facilities. It has a richer set of operators (e.g. and, or 
and negation) and it is based on a different logical model 
which makes it possible for concepts to be defined as well 
as described. Complex concepts can therefore be built up 
in definitions out of simpler concepts. Furthermore, the 
logical model allows the use of a reasoner which can check 
whether or not all of the statements and definitions in the 
ontology are mutually consistent and can also recognise 
which concepts fit under which definitions. The reasoner 
can therefore help to maintain the hierarchy correctly. This 
is particularly useful when dealing with cases where 
classes can have more than one parent. 
OWL ontology consists of Individuals, Properties and 
Classes. Individuals represent objects in the domain that 
we are interested in. Individuals are also known as 
instances and can be referred to as being instances of 
classes. Properties are binary relations on individuals – i.e. 
properties link two individuals together. They are also 
known as roles in description logics and relations in UML 
and other object oriented notions. In some other 
formalisms they are called attributes. OWL classes are 
interpreted as sets that contain individuals. They are 
described using formal descriptions that state precisely the 
requirements for membership of the class. Classes may be 

 



organised into a superclass-subclass hierarchy, which is 
also known as taxonomy. The word concept is sometimes 
used in place of class, where classes are actually a concrete 
representation of concepts. We chose OWL for our case 
study implementation due to high level of semantic 
expressiveness and wide acceptance of the language in the 
Semantic Web community. 
 
4  KNOWLEDGE MANAGEMENT IN MULTI-
AGENT SYSTEMS 
 

Every agent has to deal with its specific problems and 
therefore uses the ontology that corresponds to its problem 
domain. However some intersections of their ontology 
domains exist which allow agents to cooperate and thus 
satisfy their common goal. Several issues arise at this point. 
The first thing to consider is finding the best way to 
organize the ontology among agents of our MAS to enable 
an efficient way for them to communicate using the 
ontologies and of course to maximize performance. The 
second step is defining the way agents manage the 
ontologies and reason based on them. 
 
4.1  Organizing ontologies among agents 
 

There are at least four possible solutions to this issue and 
they will be discussed further in this section. 
Every agent has knowledge about its problem domain 
and directly communicates with another agent whenever 
it needs information about certain subject other agents 
might have – the intersecting parts of the ontology they use 
are passed only by the direct communication between 
agents. The advantage of this approach is that every agent 
can decide for itself whether it should trust another agent 
and request information from the agent it finds the most 
credible. The major drawback is that in MAS, where a lot of 
communication is needed among agents, additional message 
passing can cause reduced performance of the overall 
system. There are two possible ways of passing the new 
information to other agent. The first is that an agent simply 
sends the new piece of information to all agents that might 
be interested. This is the way that the subscribe protocol 
works [FIPA, 2001], but it is not always the best option, 
especially in the case of messages that contain large 
ontologies. If we presume that the number of all agents 
interested in (subscribed to) certain subject is , that the 
size of a message which contains an ontology is  and that 
the size of an inform message is 

N
K

I , where KI << , the 
size of all the messages passed in this case would be  

. KN ⋅
The other option is that an agent only sends an inform 
message to all the agents which might be interested (or 
subscribed) that some new information on certain subject 
exists. Other agents can request the new information when 
they need to update their knowledge. In this way we avoid 
sending unnecessary messages to agents which won't 
actually need it. If 'N the number of agents which update 

their information, the maximum number of messages 
passed would be: 

 is 

• When a certain agent finds an information that 
might be of interest to other agents it notifies these 
agents about the change: . IN ⋅

• Each agent which at certain moment needs this 
information would then ask about the change: 

. IN ⋅'
• The first agent would then send the answer to any 

agent that requested it: . KN ⋅'
The size of all messages would thus be: 

, where . Compared 
to the previous case: 

KNININ ⋅+⋅+⋅ '' NN ≤≤ '0
KNINKNIN ⋅+⋅⋅<⋅<⋅ 2 , 

which means that this choice is more appropriate when 
most of the possible agents will not need the information 
each time it changes. 
Every agent has knowledge about its problem domain, 
but whenever something new arises about the common 
knowledge which might be of interest for other agents, 
it updates the common ontology, which is accessible to 
all other agents in the system; the common ontology thus 
comprises an intersection of all of the agents' ontologies. 
This is a possible solution to avoid unnecessary message 
passing. Similarly to the previous case, when an agent finds 
some information that might be of interest to other agents it 
simply notifies other agents about the change and writes the 
change to the common ontology. All the agents that are 
concerned about this piece of information can thereafter 
acquire it in the common ontology. The maximum number 
of messages passed, when some new piece of information 
is found, is IN ⋅ , which is better, compared to previous 
options. Thus agents practically do not need to 
communicate directly to share knowledge, but only to 
coordinate and other behavioural issues. There is however 
one limitation when compared to the previous possibilities. 
For an agent there is no way of telling whether he can 
really believe the new information, i.e. in the case its 
beliefs or knowledge are contradictory to the information in 
the common ontology. This is not appropriate in the MAS 
where there are more agents reasoning about the same 
issue. In that case some other mechanism of coordination is 
needed. 
Every agent has knowledge about its problem domain, 
but whenever something new arises it writes it in the 
common ontology; the common ontology thus comprises 
a union of all of the agents' ontologies. The number and 
size of messages passed is the same as in the previous case, 
but the main improvement is that in the case that an agent 
experiences a failure it can immediately restore its 
knowledge when restarted. In our case study we are dealing 
with MAS where every agent reasons about its specific 
problem domain. Therefore we have chosen the last 
approach, which is described more in detail in the next 
section. 
 

 



4.2  Ontology organization in our case study 
 

Multi-Agent System presented in our case study is from the 
domain of mobile communications. To depict knowledge 
management in the environment of various agents our MAS 
uses heterogeneous systems such as Data Mining Decision 
Support System [Rupnik, 2005], Data Warehouse and 
different resource on the Internet. 
The global goal that agents in our MAS strive to is 
supporting decision making process while using several 
existing systems for business analysis that already exist in 
organisation and employing information from the 
environment where organisations resides. A very important 
element of the environment is the World Wide Web, where 
agents play information retrieval role for the purpose of 
decision making. When all the roles that agents play were 
defined, a problem of coordination among agents arose. The 
situation is depicted in figure 2 with all agents responsible 
for distinct part of the system. 
 

 
Figure 2: Knowledge management and sharing between 

agents in our MAS 
 
In the view of an individual agent, coordination is not an 
issue that designer should be concerned about, but that 
becomes very important in the view of an agent as a part of 
the whole system [Wooldridge, 2000; Jian, 2005; Jiao, 
2006; Soo, 2006]. Important questions like how to ask 
another agent for help, delegate work to and what is the 
content of the message requesting some sort of action from 
an agent that resides in MAS. 
Even though the Semantic Web paradigm was created to 
represent document content, it makes sense to apply this 
concept to other areas where a common language and 
carefully designed definitions are necessary in form of 
common ontologies. In our approach we composed 3 
domain ontologies that are based on organisational 
structuring and are as follows: notifying ontology, 
information retrieval ontology and data mining and 
warehousing ontology (see figure 3). In data warehouse 

area, definitions for figures, dimensions, cubes, reports and 
their attributes (e.g. data field of the legacy system) are 
captured in ontology. OLAP agent then, in the name of 
business user, analyses cubes and in case of major changes 
drills down to trace reason for deviation. 
 

 
 

Figure 3: Developing common ontology from multiple 
domain-specific ontologies 

 
Information retrieval ontology mainly deals with World 
Wide Web concepts and retrieval of information located on 
web sites. It is concerned with structured and semi 
structured sources of information and rules for extracting, 
cleaning and storing information into knowledge base. 
The purpose of notifying ontology is to develop 
architecture for relevant information alocation, 
transformation and also generating alerts for business users. 
Elements of context are also presented for defining users 
needs and requests so that the right information can reach 
the right user at the right time. 
The elements of common ontology, derived from domain 
ontologies were efficiently used in agent-to-agent 
communication. This modular approach results in very little 
effort in adding new agents to MAS and straightforward 
way of extending capabilities. Using ontologies for 
knowledge modelling gives an organisation opportunity to 
separate domain knowledge from single software 
applications. In doing this, independence is achieved, so 
that the data can be used as the knowledge basis in other 
applications within or outside MAS. 
This approach is novel in a sense that there is a common 
ontology for the purpose of interconnection among various 
agents, where every agent still has its own distinct 
knowledge model. Thus inference is a concern of every 
agent that is responsible for its problem domain and when 
all the common facts (predefined or derived) are assembled, 
the inference on the highest level is conducted with 
Knowledge Discovery Agent. 
 
4.3  Managing ontologies 
 

Currently the most suitable choice for development of 
Multi-Agent Systems is JADE due to its popularity and 
support. JADE is a software framework fully implemented 
in Java language. It simplifies the implementation of Multi-
Agent Systems through a middle-ware compliant with the 

 



FIPA specifications and through a set of tools that supports 
the debugging and deployment phases [TILAB, 2000]. 
Therefore the next step to consider is how agents, written in 
Java, will use the OWL ontologies. During the past years 
there has already been research work devoted to 
management of OWL ontologies using the Java language. 
Two main approaches can be distinguished, both with a 
number of support tools: 

• Generating Java code from an ontology. 
Examples of this concept are Protégé Bean 
Generator plug-in [Aart, 2002] and OWLBeans 
toolkit [Tomaiuolo, 2004]. They both provide fairly 
similar functionality, which is quite reduced 
compared to OWL. Bean Generator is implemented 
as a Protégé plug-in, whereas OWLBeans is a 
separate toolkit, that supports some additional 
functionalities such as reading OWL ontology and 
converting it to Java language for example. 

• Direct access to OWL ontology. Examples are 
Protégé-OWL API [Stanford, 2004] and the OWL 
API of the JENA framework [HP, 2000]. They 
provide classes and methods not only to load or save 
OWL files, to query and manipulate OWL data 
models, but also to perform reasoning. 

Mapping OWL ontology to Java has several advantages 
[Kalyanpur, 2004]: 

• The Java API generated from ontology (schema) 
can be used to readily build applications (or agents) 
whose functionality is consistent with the design-
stage specifications defined in the schema. 

• The use of any Java IDE to debug (or customize) the 
application or ontology easily. 

• The use of JavaDoc to generate an online 
documentation of the ontology automatically. 

As three main concepts in OWL are classes, individuals and 
properties, at first glance OWL may not seem to be all that 
different from the object-oriented data model. In OWL, 
individuals are instances of classes as are in object-oriented 
data model objects instances of classes. Properties describe 
classes in more detail as do attributes which provide data 
belonging to a class. However the mapping of OWL 
ontology to an object-oriented representation is not 
straightforward. There are numerous problems which need 
to be taken into account due to the differences between the 
object-oriented representation and OWL ontologies. Here 
we will state only a few of them, a more exhaustive list with 
detailed descriptions can be found in [Tomaiuolo, 2004]. 
An object in Java is an instance of only one class. In OWL 
an individual can be an instance of multiple classes. 
Moreover in OWL, classes are assumed to overlap if not 
explicitly stated that they are disjoint. Furthermore they can 
be mutually disjoint or the contrary, they can be complete 
(their union completely covers another, more general, class). 
The first requirement can be achieved fairly simply, for 
example with an object of a class with several ancestors, 
whereas disjointness and completeness are very difficult to 
express.  

In object-oriented data model there is no explicit notion for 
an OWL property. An OWL property can be an Object 
property, which indicates a relationship between 
individuals, or a Datatype property, which links an 
individual to an XML Schema Datatype value or an RDF 
literal. This can be achieved to a certain extent with 
attributes and variables, but in search of an appropriate 
mapping we should also consider support for other property 
characteristics, such as hierarchies, symmetry, transitivity, 
equivalence and inversion. 
Thus if we decide for the option of generating Java code 
from an OWL ontology a compromise between losing some 
information in translation and increased complexity of 
implementation has to be considered. This is not 
appropriate if all the system relies only on this compromise, 
whereas it is sufficient and also the most reasonable option 
in certain parts of the system:  

• Agents’ reasoning: An agent should have a 
support for reasoning which is not too complex but 
is still complex enough for an agent to achieve its 
goals. 

• Communication between agents: Even if it does 
not support all the functionality of the OWL 
ontology, it is sufficient for the purpose of 
communication between agents. As explained 
earlier agents exchange only the basic information. 
For example, instead of sending complex messages 
an agent only sends a notification with a 
description of the new information, whereas the 
complete information can be found in the common 
ontology if needed.  

On the other hand each agent works only with its own 
ontology, which means that even if the generated Java code 
would enable full OWL functionality, reasoning on the 
overall ontology might not be achieved – certain inferences 
might be left out, because the union of the inferences made 
by all agents does not necessarily cover the inferences that 
could have been made, based on all the knowledge base. 
Therefore some other mechanism for reasoning on the 
overall ontology is needed to accomplish this missing part 
and also to provide reasoning based on full OWL 
functionality. Considering the possibilities and existing 
tools, an API with a programmatic interface for directly 
accessing the ontology and communication with a reasoner 
is the most appropriate choice. Thus a complete support of 
OWL ontologies is ensured for the common ontology, 
which meets both requirements. 
For construction of our ontology we used Protégé 
[Stanford, 2004], since it is currently one of the most 
powerful and widespread tools for this purpose. For OWL 
to Java mapping we use Bean Generator, which is a 
reasonable choice to use with the Protégé. It provides the 
basic transformation of OWL to Java with the expected 
reduced functionality. To access the common ontology we 
use the OWL API of the JENA framework. JENA is chosen 
mainly due to integrated rule and inference engine that can 
be directly used in manipulation of ontology. 

 



 
6  CONCLUSIONS AND FUTURE WORK 
 

In this paper we have presented a practical solution to an 
efficient use of OWL ontologies in multi-agent systems. We 
have pointed out several possibilities for distributing 
ontology of the overall system among its agents and their 
main advantages and drawbacks, which indicate the kind of 
a system where each one of them should be used. 
Furthermore we have proposed an implementation of such a 
system based on some existing tools. 
Our current work is focused on testing the presented 
approach and trying to find possible improvements, 
especially in augmenting the functionality of translated 
OWL ontologies to the Java language and to adapt the 
agents’ reasoner efficiently to it. Our aim is that this solution 
would work as a JADE add-on, which would facilitate and 
possibly expand its use.  
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